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ROUTING INTERCONNECT OF
INTEGRATED CIRCUIT DESIGNS WITH
VARYING GRID DENSITIES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a divisional application and claims the
benefit of U.S. patent application Ser. No. 12/347,832, filed
Dec. 31,2008 by Limin He et al, entitled ROUTING INTER-
CONNECT OF INTEGRATED CIRCUIT DESIGNS, now
issued as U.S. Pat. No. 8,365,128. U.S. patent application Ser.
No. 12/347,832 claims the benefit and is a divisional of U.S.
patent application Ser. No. 11/327,226, filed Jan. 06, 2006 by
Limin He et al, entitted METHODS OF ROUTING AN
INTEGRATED CIRCUIT DESIGN, now issued as U.S. Pat.
No0.8,291,365, incorporated herein by reference. U.S. patent
application Ser. No. 11/327,226 claims the benefit of U.S.
patent application Ser. No. 10/071,862, filed Feb. 7, 2002 by
Limin He et al, entitled METHOD AND APPARATUS FOR
SCALABLE INTERCONNECT SOLUTION, now issued as
U.S. Pat. No. 7,036,101, which claims the benefit of U.S.
provisional application No. 60/271,515, filed Feb. 26, 2001,
now expired, which is hereby incorporated herein by refer-
ence. This application is also a continuation and claims the
benefit of U.S. patent application Ser. No. 12/347,902, filed
Dec. 31, 2008 by Limin He et al, entitled INTERCONNECT
ROUTING METHODS OF INTEGRATED CIRCUIT
DESIGNS, now issued as U.S. Pat. No. 8,386,984.

FIELD

This invention relates generally to the field of microelec-
tronic integrated circuits. In particular, this invention relates
to routing of the integrated circuit designs.

BACKGROUND

An integrated circuit (IC) comprises cells of similar and/or
various sizes, and connections between the cells. A cell
includes several pins interconnected by wires to pins of one or
more other cells. A net includes a set of pins connected by
wires in order to form connections between the pins. A set of
nets, called a netlist, defines the connections of an IC.

A router reads in the netlist of an IC, then generates wires,
interconnecting pins of nets in the netlist. Once the nets in the
netlist are connected, the IC will function correctly. However,
due to the large number of nets in the netlist, it typically takes
a long time for conventional routers to finish the connection
task. In addition, the connections may be too numerous and/
or overcrowded, such that conventional routers fail to finish
the routing, particularly generating interconnections, without
creating one or more design rule violations.

Many of these problems result from the strict adherence of
routers to a grid representation of nodes with a uniform struc-
ture from layer to layer, and from routing the entire IC design
at the same time. Such routers demand excessive amounts of
memory and/or take a very long time to route the IC design.

SUMMARY OF INVENTION

Some embodiments ofthe present invention provide a rout-
ing method which can handle very large IC designs in a
shorter amount of time and/or a smaller amount of memory.
Some embodiments of the present invention can be integrated
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smoothly into existing IC design flows through standard
interface formats and therefore significantly reduce the cost
for users.

In a traditional global router, the entire IC design routing
task was considered and therefore requires a large amount of
memory and run time. In the multi-level Global router, the
entire IC design can be divided into multiple levels of hierar-
chy defined in some embodiments of the present invention. At
any one moment, only a portion of the design is processed
therefore the present method requires much less memory and
run time. In addition, since the routing task has been divided,
the multi-threaded parallelism can be applied to speed up the
global router. Other embodiments can be single threaded all
or some of the time, and/or multi-threaded some of the time.

Some embodiments employ a very compact and efficient
representation for the detail router, called graph based repre-
sentation. The graph-based representation significantly
reduces the amount of memory and the amount of search
space needed for some embodiments of the router.

In one embodiment, an IC design is accessed. The IC
design includes objects on one or more layers. Levels are
formed. The levels can include a first level, a second level, and
a third level. The first level represents the IC design at a first
grid density. The second level represents the IC design at a
second grid density. The second grid density is finer than at
least the first grid density. The third level represents the IC
design at a third grid density. The third grid density is finer
than at least the first grid density and the second grid density.
Based at least partly on the IC design, each level is populated
with the objects. The objects are interconnected at one or
more of the first level, the second level, and the third level.

In one embodiment, an IC design is accessed. The IC
design includes objects on one or more layers. A first level for
the IC design is accessed. The first level of the IC design is
partitioned into a first group of one or more partitions. The
objects of the IC design are among the first group of one or
more partitions. A second level for the IC design is formed.
The second level is partitioned into a second group of parti-
tions. One or more partitions of the group of partitions is
represented by at least two partitions of the second group of
partitions. Within each partition of the second group of par-
titions, objects are interconnected substantially indepen-
dently of other partitions of the second group of partitions.

In one embodiment, an IC design is accessed. The IC
design includes objects on one or more layers. A first level for
the IC design is accessed. The first level of the IC design is
partitioned into a first group of one or more partitions. The
objects of the IC design are among the first group of one or
more partitions. A second level for the IC design is formed.
The second level is partitioned into a second group of parti-
tions. One or more partitions of the first group of partitions is
represented by at least two partitions of the second group of
partitions. The second group of partitions are allotted among
a group of areas. Each area of the group of areas includes one
or more partitions of the second group of partitions. Within
each area of the group of areas, objects are interconnected
substantially independently of other areas of the group of
areas.

In one embodiment, an IC design is accessed. The IC
design includes a group of blockages and a group of pins. A
graph is formed. The graph included a first group of nodes.
Each node of the first group of nodes is formed outside every
blockage of the group of blockages. The group of pins is
interconnected through nodes of the graph.

In one embodiment, a first group of nodes is formed for
positioning objects of the IC design in a first layer. At least
two nodes of the first group of nodes are spaced apart by a first
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interval. A second group of nodes is formed for positioning
objects of the IC design in a second layer. At least two nodes
of the second group of nodes are spaced apart by the first
interval. At least two nodes of the second group of nodes are
spaced apart by one or more intervals greater than the first
interval.

In one embodiment, a first group of nodes is formed for
positioning objects of the IC design in a first layer. At least
two nodes of the first group of nodes are spaced apart by a first
interval. A second group of nodes is formed for positioning
objects of the IC design in a second layer. At least two nodes
of the second group of nodes are spaced apart by the first
interval. At least two nodes of the second group of nodes are
spaced apart by one or more intervals less than the first inter-
val.

In one embodiment, a first group of nodes is formed for
positioning objects of the IC design in a first layer. The first
group of nodes includes a first group of common nodes and a
first group of uncommon nodes. A second group of nodes is
formed for positioning objects of the IC design in a second
layer. The second layer is at least substantially parallel to the
first layer. The second layer is spaced apart from the first layer
by about a layer distance along a layer axis. The second group
of'nodes includes a second group of common nodes. The first
group of common nodes and the second group of common
nodes share positions. If the second group of common nodes
were shifted toward the first group of common nodes by about
the layer distance along the layer axis, the first group of
common nodes and the second group of common nodes
would be substantially identical. If the second group of com-
mon nodes were shifted toward the first group of uncommon
nodes by about the layer distance along the layer axis, no node
of the first group of uncommon nodes and no node of the
second group of common nodes would be substantially iden-
tical.

In one embodiment a volume of the IC design is defined. A
subset of the volume carries wiring. A group of nodes is
formed in the volume. Nodes of the group of nodes are limited
to being formed within the subset of the volume.

In one embodiment, one or more routing pitches of one or
more layers of the IC design is accessed. A volume of the IC
design is defined. A subset of the volume carries wiring. A
first group of nodes is formed in the volume. A second group
of one or more nodes is formed outside the volume. At least
one node of the second group of one or more nodes is formed
at a pitch greater than at least one of the one or more routing
pitches.

In one embodiment, a first cell instance of the IC design is
accessed. A second cell instance of the IC design adjacent to
the first cell instance is accessed. The first cell instance and
the second cell instance are spaced apart by a channel. A first
node is formed near a first end of the channel. A second node
is formed near a second end of the channel. A wire is con-
nected directly between the first node and the second node.

In one embodiment, one or more routing pitches of one or
more layers of the IC design. is accessed. A first cell instance
of'the IC design is accessed. A second cell instance of the IC
design adjacent to the first cell instance is accessed. The first
cell instance and the second cell instance are spaced apart by
a channel. A group of one or more nodes is formed in the
channel. The group of one or more nodes in the channel has a
pitch greater than at least one of the one or more routing
pitches.

In one embodiment, an IC design is accessed. The IC
design includes a group of objects. A group of routing algo-
rithms is accessed. One or more of the group of objects is
interconnected with a first group of interconnections at least
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partly in response to a first combination of one or more
routing algorithms of the group of routing algorithms. The
first group of interconnections is stored. A second combina-
tion of one or more routing algorithms is automatically deter-
mined. One or more of the group of objects is interconnected
with a second group of interconnections, at least partly in
response to the second combination of one or more routing
algorithms of the group of routing algorithms. Results of the
first group of interconnections and the second group of inter-
connections are compared. If results of the second group of
interconnections are worse than results of the first group of
interconnections, the first group of interconnections is
restored.

In one embodiment, at least a first portion of the IC design
is interconnected at a first routing pitch. If the interconnecting
results in one or more design rule violations, at least a part of
the first portion of the IC design is routed at a second routing
pitch less than the first routing pitch. In one embodiment, at
least a first part of the IC design is interconnected on at least
a first thread. At least a second part of the IC design is
interconnected on at least a second thread.

Other embodiments include not only the software, electri-
cal circuit and/or other circuit performing the methods, but
one or more of an integrated circuit made at least partly with
the software or circuit, a hardware product such as a com-
puter, server, or router including one or more parts made at
least partly with the software or circuit or performing the
method.

BRIEF DESCRIPTIONS OF THE DRAWINGS

FIG. 1 is an overview of embodiments of router systems.

FIG. 2 illustrates the subsystems of the routing engine.

FIG. 3 illustrates a multi-level area-based global router.

FIG. 4 illustrates a multi-level global routing grid.

FIG. 5 illustrates an area oriented graph based detail router.

FIG. 6 illustrates a graph representation avoiding or
decreasing nodes on blockages.

FIG. 7 illustrates a graph representation.

FIG. 8 illustrates the graph representation surrounding a
wire.

FIG. 9 illustrates the graph representation for a channel.

FIG. 10 illustrates a grid representation.

DETAILED DESCRIPTION OF THE INVENTION

The following detail description is provided to illustrate
specific embodiments and is not in any way limiting the scope
of the current invention. Various modifications and adjust-
ments are possible within the scope of this invention.

Innovative routing methods for an integrated circuit design
layout are disclosed. The integrated circuit design layout can
include design netlists and library cells. A multiple-level glo-
bal routing can generate a topological wire for each net. An
area oriented graph-based detailed routing on the integrated
circuit design layout can be performed. A post route optimi-
zation can be performed after the detailed routing to further
improve the routing quality of the integrated circuit design
layout. The routing methods may be single threaded all or
some of the time, and/or multi-threaded some or all of the
time.

FIG. 1 shows one embodiment of a router. A router 100
comprise a graphical user interface (GUI) 101 which provides
user interactions; a database 103; a parser 102 in one or more
formats, standard and/or custom, for storage into the database
103 of IC design information including cells’ physical infor-
mation such as pins and blockages; a routing engine 104
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generating wires (which are then stored in the database 103)
that interconnect the nets of an IC design; and an output
subsystem 105 which outputs the wiring and other useful
information into files of standard and/or custom format.

The graphical user interface 101 allows a user to view the
wires generated by the router. [t also lets the user view various
information, such as routing tracks, etc. It also allows the user
to interactively add and delete wires, etc. Format file parser
and output 102 reads in IC design information stored in a
format, such as an industry standard format and/or custom
format. The cells and connections are entirely or partly
described in the files. Once some embodiments of the present
invention finish routing, the generated wires will be output
into the files as well. Database 103 stores the IC design
information as well as wires in a compact and efficient man-
ner. The routing engine 104 generates wires to realize the
connections in the netlist of the IC design.

Referring now to FIG. 2, subsystems of a routing engine
200 areillustrated. The routing engine 200 comprises a multi-
level area-based global router 201 and a graph-based detail
router 202. Some embodiments of the multi-level global
router 201 construct multiple levels each with a global routing
grid covering the entire IC design of one or more layers. The
global router 201 receives a design netlist 210. At any one
moment, only a portion, such as an area of one or more
partitions, of the design is routed; therefore much less
memory and run time are required. Some embodiments route
portions having a size of a partition. In addition, since the
routing task has been divided, multi-threaded parallelism can
be applied to speed up the global router 201. At this stage, the
global router 201 generates topological wiring 220, which is
passed on to the detail router 202. To generate the physical
wires 230 which realize the topological wiring 220, the detail
router 202 routes the complete design by dividing the entire
design into a set of smaller areas and/or partitions. The detail
router 202 can route these areas in parallel utilizing the multi-
threaded parallel computing capability of some embodiments
of the present invention. Other embodiments can be single
threaded all or some of the time, and/or multi-threaded all or
some of the time.

FIG. 3 further illustrates an embodiment of a multi-level
area-based global router performing a number of steps 300.
Step 301 constructs several levels of the global routing grid.
After the multi-level global routing grid is formed, step 302
creates multiple partitions and areas at each level. Step 303
performs area-based routing from the finest to the coarsest
level. In some embodiments, after step 303, all the nets in the
design are routed. In other embodiments, not all the nets in the
design are routed after step 303. Step 304 performs area-
based rip up rerouting from the coarsest to the finest level.
Some embodiments can mix the order of part or all of step
301, step 302, step 303, and step 304, and/or perform part or
all of step 301, step 302, step 303, and step 304 once or
multiple times.

FIG. 4 illustrates an example of the multi-level global
routing grid 400. In FIG. 4, at the first level 410, the entire
design is divided into a “2 by 2” partitioned global routing
grid. P1 denotes a partition formed by this “2 by 2” global
routing grid. At the second level 420, the global routing grid
is a finer version of the first level global routing grid. For
example, the P1 partition can be further divided into e.g., four
partitions (i.e. P1_1, P1_2, P1_3, P1_4) at the second level
420. In a similar way, the global routing grid of the third level
430 is formed and each partition at the second level 420 is
further divided into partitions at the third level 430. For
example, partition P1_1 is divided into partition P1_1_1 and
partition P1_1_2. Some global routers use only one level of

25

40

45

6

the global routing grid. Some embodiments use multiple lev-
els of the global routing grid. The shown embodiment has
three levels, and other embodiments have a different number
oflevels, such as two levels, four levels, or more levels. Other
embodiments can be single threaded all or some of the time,
and/or multi-threaded some or all of the time.

The number of levels of this hierarchical global routing
grid is decided based on the design size. When the design size
becomes larger, the number of levels can increase. In addi-
tion, the degree of refinement of the global routing grid
between two consecutive levels can differ. For example, par-
tition P1 of the first level 410 becomes 4 partitions (i.e. P1_1,
P1_2,P1_3,P1_4)atthesecondlevel 420. The partition P1_1
of the second level 420 can be divided into 2 partitions (i.e.,
P1_1_1, P1_1_2) at the third level 430.

In some embodiments, a grid is divided into partitions such
that all partitions have the same size and shape. In other
embodiments, a grid is divided into partitions such that at
least two partitions have different sizes and or shapes.

In some embodiments, each partition at a coarser level is
divided into a same number of partitions all having the same
shape at a finer level. In other embodiments, at least two
partitions ata coarser level are divided into a different number
of'partitions at a finer level. In other embodiments, at least one
partition at a coarser level is divided into a number of parti-
tions having at least two different shapes at a finer level. In
other embodiments, at least one partitions at a coarser level is
not further divided into multiple partitions at a finer level.

At the first level 410, we can form one area to cover the
entire design. Other embodiments can form multiple areas to
cover the first level 410. Then at the second level 420, we can
form an area (Area_P1) containing partitions P1_1, P1_2,
P1_3, and P1_4. Three more areas of similar size can be
formed to cover the entire design at the second level. Other
embodiments can divide a level into another number of areas,
allocate a different number of partitions into each area, and/or
allocate a different number of partitions into each area. We
can also form area at the third level. For example,
Area_P1_half contains four partitions P1_1_1, P1_1_2,
P1_2_1,and P1_2_2. Similarly other areas can be formed and
together these areas cover the whole design at the third level.
Some prior art global routers are limited to performing global
routing of the whole design. Various embodiments of the
global router can also perform global routing in the whole
design, and/or perform global routing in an area.

After the areas of each level are formed, the global router
will create initial wiring by routing the areas of the third level
430 first. If a net completely resides inside an area of the third
level 430, then it will be routed. Otherwise, it will not be
routed. The global router then moves to the areas of the
second level 420 and routes the unrouted nets residing in the
area. Finally, it moves to the single area of the first level 410
and routes the unrouted nets in the area. In other embodi-
ments, the global router can create initial wiring in one or
more levels other than the finest level, and/or move from a
coarser level to a finer level.

Routing quality can be further improved by rip up rerout-
ing. In an example of the multi-level global routing grid 400,
rip up rerouting can start from the second level. Other
embodiments can start from another level. For each area in the
second level, the global router can reroute the nets in the area
to further improve the routing quality. Then it will move down
to the third level and reroute each area at the third level. In
other embodiments, rip up rerouting can move from a finer
level to coarser level, and start from another level besides the
second level.
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During initial and/or rip up routing for each level, there are
multiple areas and these areas can be routed independently
subject to two conditions. First, when routing an area, for nets
which have pins or wires in other areas, the boundary loca-
tions of the net along the four edges of the area will be
honored. By doing so, a net’s wiring in different areas can be
connected properly. Second, two different areas sharing the
same net can be routed independently but cannot be updated
to the wiring database at the same time. A synchronization
mechanism can ensure that the shared net in different areas
will not be updated at the same time. Some embodiments use
the multi-threaded mechanism provided by the computer
operating system to route all, or multiple, areas in parallel.
The number of areas that get routed at the same time depends
at least partly on the number of Central Processing Units
(CPU) that are available. To handle the shared nets between
Areas A and B, a locking mechanism can ensure synchroni-
zation. For example, when the shared net is routed by Area A,
then Area A will lock the shared net before updating the net.
Then Area B will not update the shared net when it sees that
the shared net has been locked. Other embodiments can be
single threaded all or some of the time, and/or multi-threaded
some of the time.

FIG. 5 depicts an embodiment of the area-oriented, multi-
threaded graph-based detail router 500. In the detail router of
some embodiments of the present invention, a design is
routed by dividing the entire design into a set of smaller
shapes such as polygons. An example of a polygon is a rect-
angle. These shapes can be routed in parallel utilizing the
multi-threaded parallel computing capability of some
embodiments of the present invention. Other embodiments
can be single threaded all or some of the time, and/or multi-
threaded some of the time.

First, step 501 reads in the design information inside an
area relevant to the detail router 500. For example, it can read
in the cells, pins, netlist, and the global routing within the
area, etc. Then step 502 can build a routing graph represen-
tation which can support efficient routing. After the routing
graph s built, a fast graph search algorithm can be used in step
503 to find the routing paths which interconnect pins of nets.
Other embodiments can be single threaded all or some of the
time, and/or multi-threaded some of the time.

Once the efficient routing graph is built, we then perform
graph based routing step 503. Graph based routing includes a
set of heuristic graph search algorithms. It emphasizes speed
and the ability to a finish a design that is hard to route. Since
the routing quality of'a heuristic algorithm greatly depends on
the IC design characteristics, some embodiments of the
present invention have several heuristic algorithms. The main
algorithm handles the main routing task. After the main algo-
rithm finishes the routing, it enters the post route optimization
phase. In this phase, several different heuristic algorithms are
applied. Each algorithm is targeted at one or more certain
design characteristics. In this phase if the design’s character-
istics don’t fit the algorithm, then the routing result could
become worse. If the situation is not corrected, the design will
not be routed without violations.

The run time and memory efficiency of any router greatly
depends on the routing representation. Some routers for large
IC designs typically choose to build a routing grid represen-
tation. The simplicity of the routing grid representation
makes the implementation of the router easier. However, the
routing grid representation can’t accommodate some recent
IC design requirements. Thus some embodiments of the
present invention choose a more general graph representation
for routing rather than the simple grid representation. A grid
representation can have a strict uniform structure. However,
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some embodiments with a routing graph representation don’t
have this limitation, and can use a routing graph representa-
tion and/or a routing grid representation. This flexibility can
reduce the memory requirements and/or run time. The fol-
lowing shows the graph representation of some embodiments
of the present invention.

FIG. 6 illustrates a graph representation in a given routing
area avoiding or decreasing nodes on blockages. Five metal
wire routing layers, metal 1, metal 2, metal 3, metal 4, and
metal 5, are illustrated for interconnecting graph nodes in the
given routing area.

In FIG. 6, there is a big blockage 610 inside the routing
area. In grid based routing, the entire area would be covered
by a grid, regardless of the fact that there exists a big block-
age. This is due to the uniform structure requirement of the
grid representation. In a graph representation, FIG. 6 shows
that we can construct graph nodes for the empty space unoc-
cupied by the blockage 610, without creating graph nodes for
the blockage. The resulting graph has fewer nodes since much
of the space is occupied by the blockage 610. By using the
graph representation, the number of graph nodes is much
smaller than the number of grids and therefore has a signifi-
cant memory reduction compared to a grid representation. In
addition, the graph-based routing algorithm has fewer nodes
to traverse and hence reduce significant CPU time. In other
embodiments, the number of nodes in or around a blockage is
at least reduced compared to a grid representation, without
reducing the number of nodes in or around the blockage to
Zero.

FIG. 7 and FIG. 10 are examples to contrast the differences
between the graph representation and the grid representation,
respectively. A typical situation in a design is that the pin
shape is very complex. For a grid-based router to address the
issue, it will need to create many extra “access grids” 1021 A-
1021F (illustrated by circles around triangle shapes) on the
pin layer (e.g., layer 1 1010) over the initial number of access
grids 1011A-1011C (illustrated by circles with fill-in) to fin-
ish the routing, such as shown in FIG. 10. With a grid based
router, due to the uniform structure requirement of the grid,
all of these access grids 1011A-1011C, 1021A-1021F on one
layer will be present at other routing layers as well, such as
access grids 1012A-1012C, 1022A-1022F shown in layer 2
1020. Therefore, with a grid-based router, the memory
requirement increases significantly due to the many extra
“access grids”, such as those illustrated in this example.

With a graph-based router many graph uncommon nodes
703 (illustrated by the triangle shapes) are created at layer 1
710 due to the pins but not at layer 2 720, such as shown in
FIG. 7. Graph common nodes 701A-701C and 702A-702C
(illustrated by the circle shapes) are respectively created at
both layer 1 710 and layer 2 720, such as shown in FIG. 7. A
graph-based router can connect two graph common nodes on
different layers as shown in FIG. 7 thereby routing a signal
between the two layers.

The plurality of nodes 702A-702C are used for positioning
objects of the IC design in the layer 720. The nodes 702A-
702C are spaced apart by a first interval. The plurality of
nodes 701A-701C and 703 may used for positioning objects
of the IC design in the layer 710. The plurality of nodes
701A-701C are spaced apart by the first interval. The plurality
of nodes 703 are spaced apart by one or more intervals less
than the first interval. In an alternate embodiment, the plural-
ity of nodes 703 may be spaced apart by one or more intervals
greater than the first interval.

In a grid representation, due to the uniform structure
requirement, layer 2 1020 must have extra access grids
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1022A-1022F corresponding to the extraaccess grids 1021 A-
1021F in layer 1 1010, such as shown in FIG. 10.

By using the graph representation, we can have many
“access graph nodes” (graph common nodes 701 A-701C and
graphuncommon nodes 703) at layer 1 710 and still keep very
few graph nodes (graph common nodes 702A-702C) at layer
2 720. The graph common nodes 701A-701C of layer 1 710
and the graph common nodes 720A-702C oflayer 2 720 have
the same structure. This way, the memory as well as routing
time can be reduced. In other embodiments, graph common
nodes of different layers can have at least partly different
structure.

FIG. 8 shows a global routed wire in a routing area 810. In
traditional grid based routing, the router creates a routing grid
to cover the whole area. In our graph representation, we can
create only graph nodes in an area surrounding the global
route wires 820. For the rest of the area 830, there are no graph
nodes atall. For example, in FIG. 8, some embodiments of the
present invention create only a few nodes surrounding the
wires. This capability allows us to reduce the memory and run
time significantly. In other embodiments, some graph nodes
are created in the portion of the area beyond the surrounding
of the global route wires, but at a lower density than in the
surrounding of the global route wires. In addition, if the
global routing wire only routes within certain layers, graph
nodes only need to be created in those layers. All the other
layers will not have graph nodes. In other embodiments, one
or more graph nodes are created in one or more of the other
layers.

FIG. 9 shows a channel structure 910 between two Macro
cells 920 and 930. If the global routing wire within the chan-
nel 910 are straight, then we can simply create two graph
nodes, one at or by the left entrance and one at or by the right
entrance, for one or more of the routing tracks. With this
graph structure, the memory and run time are significantly
reduced. In contrast, the grid based router must generate lots
of grid based on the routing pitch of a layer. Therefore, it will
generate lots of grids regardless of the fact that the channel
structure exists and global routing wires are straight. When
the global routing wire is not straight, a few more nodes inside
the channel can be added to facilitate the routing. Essentially,
the idea illustrated in FIG. 9 can be used to add more or less
nodes into the channel area. Other embodiments can place
one or more nodes in the channel at a density less than the
routing pitch.

A set of nodes can have more than one routing pitch. For
example, a set of three nodes can have one routing pitch
between the first node and the second node, and another
routing pitch between the second node and the third node. A
set of one node has a routing pitch of infinity.

Some embodiments of the invention have a mechanism to
store the best routing result so far. If applying a new heuristic
algorithm to the best routing solution results in a worse result,
the best routing solution can be restored. Then another heu-
ristic algorithm is applied to the best solutions. If the result is
better, it can be updated to become the best solution. This way,
the routing result can become better and not worse in the post
route optimization phase.

Some embodiments interconnect at least a first portion of
the IC design at a first routing pitch. If interconnecting results
in one or more design rule violations, at least a part of the first
portion of the IC design is routed at a second routing pitch
differing from and maybe greater than or less than the first
routing pitch.

What is claimed is:

1. A method of routing an integrated circuit (IC) design,
comprising:
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accessing the IC design including a plurality of objects on
one or more layers;
forming a plurality of levels, wherein the plurality of levels
includes
a first level representing the IC design at a first grid
density,
asecond level representing the IC design at a second grid
density finer than at least the first grid density, and
a third level representing the IC design at a third grid
density finer than at least the first grid density and the
second grid density;
based at least partly on the IC design, populating each level
of the plurality of levels with the plurality of objects;
interconnecting the plurality of objects at one or more of
the first level, the second level, and the third level; and
initiating generation of an integrated circuit from the IC
design based on the accessing, forming, populating, and
interconnecting;
wherein one or more of the accessing, forming, populating,
and interconnecting is performed using a computer.
2. The method of claim 1, wherein
the routing is multithreaded at least at a first time.
3. The method of claim 1, wherein
the routing is single threaded at least at a first time.
4. The method of claim 1, wherein
each of the first level, the second level, and the third level
includes at least two layers.
5. The method of claim 1, wherein
each of the first level, the second level, and the third level
includes one layer.
6. The method of claim 1, wherein the populating of each
level of the plurality of levels includes
forming a first plurality of nodes for positioning objects of
the IC design in a first layer, wherein
at least two nodes of the first plurality of nodes are
spaced apart by a first interval; and
forming a second plurality of nodes for positioning objects
of the IC design in a second layer, wherein
at least two nodes of the second plurality of nodes are
spaced apart by the first interval, and
at least two nodes of the second plurality of nodes are
spaced apart by one or more intervals differing from
the first interval.
7. A method of routing an integrated circuit (IC) design,
comprising:
forming a first plurality of nodes for positioning objects of
the IC design in a first layer using a computer, wherein
at least two nodes of the first plurality of nodes are
spaced apart by a first interval;
forming a second plurality of nodes for positioning objects
of the IC design in a second layer using a computer,
wherein
at least two nodes of the second plurality of nodes are
spaced apart by the first interval, and
at least two nodes of the second plurality of nodes are
spaced apart by one or more intervals greater than the
first interval; and
generating an IC from the IC design using the first plurality
of nodes and the second plurality of nodes.
8. The method of claim 7, wherein
the routing is multithreaded at least at a first time.
9. The method of claim 7, wherein
the routing is single threaded at least at a first time.
10. A method of routing an integrated circuit (IC) design,
comprising:
forming a first plurality of nodes for positioning objects of
the IC design in a first layer using a computer, wherein
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at least two nodes of the first plurality of nodes are
spaced apart by a first interval;
forming a second plurality of nodes for positioning objects
of the IC design in a second layer using a computer,
wherein 5
at least two nodes of the second plurality of nodes are
spaced apart by the first interval, and
at least two nodes of the second plurality of nodes are
spaced apart by one or more intervals less than the first
interval; and 10
initiating generation of an IC from the IC design using the
first plurality of nodes and the second plurality of nodes.
11. The method of claim 10, wherein
the routing is multithreaded at least at a first time.
12. The method of claim 10, wherein 15
the routing is single threaded at least at a first time.
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